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Abstract 
 
Why is transparency in AI important?  How might we achieve it?  What are the potential 
implications for developers and users of AI? When an artificial intelligence makes a 
decision for better or worse, it is sometimes unknown why the decision was made. If the 
decision-making process is unknown, it cannot be predicted. If it cannot be predicted, it 
can neither be prepared for nor enforced, and the consequences for developers, users, and 
owners of the AI are left in question. Hence the need for transparent, explainable AI. 
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